Uloha 3:
Diakritika: Automaticka obnova diakritiky v slovenskom texte

Pribeh

Rano. Autobus. Mobil v ruke. Kamarat ti pise:
I “Ahoj, mozes mi pozicat poznamky z matiky? Zabudol som si zosit doma a ucitelka sa

bude pytat. Dakujem!”
Rozumie$ mu, samozrejme. Ale ¢o keby takuto spravu dostal pocitac? Alebo ¢o keby si chcel

tento text publikovat v Skolskom Casopise?

Pisanie bez diakritiky je na Slovensku bezné - najma pri rychlom pisani na mobile, v chatoch,
alebo ked pouzivame klavesnicu bez slovenskych znakov. Problém nastava, ked takyto text
potrebujeme spracovat automaticky, prelozit, alebo jednoducho urobit ¢itatelnejSim.

Veta “mama ma rada” moéze znamenat:
* “mama ma rada” (mama nieco rada robi)

+ “mama ma rada” (mama so mnou rada c¢osi robi, povedzme “oblieka”)

* “mama ma rada” (no, toto akurat nie je vobec spravne...)
Tvoja Uloha bude teda relativne priamociara. Vytvorit inteligentny systém, ktory dokaze
automaticky obnovit diakritiku v slovenskom texte. Vyuzije§ pritom silu modernych
jazykovych modelov - konkrétne SlovakBERT, prvy (nie zas az tak) velky jazykovy model
trénovany Specialne pre slovencinu.

Prehl'ad Glohy
Uloha sa sklada z troch &asti, ktoré na seba nadvazuiju:

) ) 30 Extrahovanie a spracovanie trénovacich

1 Priprava dat dat zo slovenskej Wikipédie

2 ~ h , 20 Obnova diakritiky bez finetunovania, len s
ero-shot pristup vyuzitim predtrénovaného SlovakBERT

3 Finetunovany model 50 Natrénovanie vlastného modelu na datach z

Casti 1



Spolocény vstup: Text v slovencine s odstranenou diakritikou.

Spolocény vystup: Ten isty text so spravne doplnenou diakritikou.

Priklad

Vstup:
Slovensko je krajina v strednej Europe. Hlavne mesto je Bratislava.

Ocakavany vystup:
Slovensko je krajina v strednej Eurépe. Hlavné mesto je Bratislava.

Cast 1: Priprava dat (30 bodov)

Uloha

Tvojou prvou Ulohou je pripravit trénovacie data pre model na obnovu diakritiky. Ako zdroj
pouzijes slovenské Wikipedia dumpy, ktoré su vol'ne dostupné na:

https://dumps.wikimedia.org/skwiki/20251120/

Konkrétne potrebujes subor skwiki-latest-pages-articles.xml.bz2 .

Poziadavky

1. Stiahni a spracuj slovensky Wikipedia dump
2. Extrahuj Gisty text z ¢lankov (odstran wiki markup, $ablony, referencie, infoboxe)
3. Rozdel text na vety (sentence segmentation)

4. Vytvor pary (text_bez_diakritiky, text_s_diakritikou):
o Originalny text = text s diakritikou

o V/stup = ten isty text so systematicky odstranenou diakritikou

5. Priprav train/val split (odpori¢ame 90/10)

Minimalne poziadavky

+ Minimalne 10 000 parov viet
« Vety by mali mat rozumnu dizku (odporti¢éame 50-2000 znakov)

« Data musia byt reprodukovatel'né (urcite zdokumentuj svoj postup)



Odstranenie diakritiky

Pre vytvorenie vstupnych dat odstran vsetku diakritiku podla tejto mapy:
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Co odovzdat

1. Kod na spracovanie dat ( .py alebo .ipynb)

2. Statistiky vo forméate JSON:

"total_sentence_pairs": 125000,
"train_pairs": 112500,

"val_pairs": 12500,
"avg_sentence_length_chars": 87.3,
"total_characters": 10937500,
"diacritic_characters_count": 892341,
"unique_words": 234567

1. Kratka dokumentacia (README alebo komentare v kode) vysvetlujlca:
o Aké kroky si pouzil na Cistenie dat

o Ako si riesil problematické pripady (Specialne znaky, cudzie slova, atd.)

Hodnotenie casti 1

Kritérium Body

Funkény extraction pipeline 10
Splnenie min. 10k parov viet 10
Kvalita dat a dokumentécia 5

Reprodukovatelnost kédu 5



Tipy
+ Kniznica mwparserfromhell alebo nastroj wikiextractor mdzu pomoct s parsovanim
wiki markup
+ Davaj pozor na:
> Cudzojazy¢né citaty a nazvy
> Matematické vzorce
o Tabulky a zoznamy

> NeUplné vety

Licencia dat

Data zo slovenskej Wikipédie su dostupné pod licenciou CC-BY-SA 3.0. Pri pouZiti je potrebné
uviest zdroj.

Cast 2: Zero-shot pristup (20 bodov)

Uloha

V tejto cCasti mas obnovit diakritiku bez akéhokol'vek finetunovania modelu. Pouzijes
predtrénovany SlovakBERT a jeho schopnost masked language modeling (MLM).

Obmedzenia

+ Musi$ pouzit model gerulata/slovakbert z HuggingFace
* Nesmie$ model finetunovat - Ziadne Upravy vah, Ziadne dalSie trénovanie
+ Mézes pouzit len inferenéné operacie

* M6zes implementovat lubovol'né heuristiky a post-processing

Mozné pristupy (inSpiracia)

SlovakBERT je masked language model - dokaze predpovedat maskované tokeny v kontexte.
Mézes to vyuzit napriklad takto:

1. Iterativna predikcia: Postupne maskuj pozicie, kde by mohla byt diakritika, a nechaj model
predikovat najlepsi token

2. Difuzny pristup: Zac¢ni s textom bez diakritiky, iterativne vylepsuj predikcie

3. Kandidatne hodnotenie: Pre kazdé slovo vygeneruj kandidatov s réznou diakritikou a vyber
najpravdepodobnejSieho



Toto su len navrhy — kreativne rieSenia su vitané!

Pozor na tokenizaciu

SlovakBERT pouziva subword tokenizaciu. Slovo “krasny” moze byt rozdelené na viacero
tokenov. Pri praci s diakritikou musis$ toto zohl'adnit.

from transformers import AutoTokenizer, AutoModelForMaskedlLM

tokenizer = AutoTokenizer.from_pretrained("gerulata/slovakbert™)
model = AutoModelForMaskedLM. from_pretrained("gerulata/slovakbert™)

# Priklad tokenizdcie
tokens = tokenizer.tokenize("krdsny")
# Mozny vystup: ['kra', 'sny']

Co odovzdat

1. Kdd rieSenia ( .py alebo .ipynb)

2. Predikcie na testovacej sade vo formate:

<id>\t<predikovany_text>
1 Slovensko je krajina v strednej Eurépe.
2 Hlavné mesto je Bratislava.

Hodnotenie
Hodnoti sa presnost na znakoch s moznou diakritikou (vid sekciu Evaluacia).

Vysledky budu zobrazené na samostatnom leaderboarde.

Cast 3: Finetunovany model (50 bodov)

Uloha: Teraz mozes vyuzit pInu silu strojového ucenia. Tvoja Uloha je natrénovat model na
obnovu diakritiky s vyuzitim dat, ktoré si pripravil v ¢asti 1.

Obmedzenia

+ Musi$ pouzit model gerulata/slovakbert ako zaklad
+ Mozes pouzit len data z Casti 1 (Ziadne externé korpusy okrem skwiki)

* Vypoctové prostriedky: Google Colab free tier (T4 GPU, ~12GB RAM, ~12h session)
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Mozné formulacie problému

1. Token classification: Pre kazdy token predpoveda;j, ¢i ma diakritiku a aku

2. Sequence-to-sequence: Vstup je text bez diakritiky, vystup je text s diakritikou (vyzaduje

encoder-decoder)

3. Character-level: Pracuj na Urovni znakov, nie tokenov
Priklad: Token classification

from transformers import AutoModelForTokenClassification

# Definuj labely pre kazdy typ diakritiky
# Napriklad: O (ziadna zmena), A_ACUTE (a-»a), A_UMLAUT (a-d),

model = AutoModelForTokenClassification.from_pretrained(

"gerulata/slovakbert",
num_labels=NUM_LABELS

Odporuacania

« Zaéni s jednoduchym baseline a postupne vylepsuj
« Sleduj vykon na valida¢nej sade

* Experimentuj s:
o Learning rate (odporu¢ame 1e-5 az 5e-5)

o Batch size (podla dostupnej paméte)
> PoCet epoch (typicky 3-10)

> Rozne formuléacie problému

Co odovzdat

1. Trénovaci kéd ( .py alebo .ipynb)
2. Predikcie na testovacej sade (rovnaky format ako v ¢asti 2)
3. Kratky report (volitelné, ale odportcané):

> AKy pristup si zvolil a pre¢o

> Aké experimenty si skusal

> \lysledky na valida¢nej sade

Hodnotenie
Hodnoti sa presnost na znakoch s moznou diakritikou (vid' sekciu Evaluacia).

Vysledky budu zobrazené na samostatnom Ie%derboarde (oddelene od Casti 2).



Evaluacia

Metrika

Hlavna metrika je presnost na poziciach s moznou diakritikou:

accuracy = spravne_predikované_znaky /
celkovy_pocet_pozicii_s_moznou_diakritikou

Ktoré pozicie sa po¢citaju?

Pocitaju sa len znaky, ktoré v sloven¢ine mézu mat diakritiku:

(mbze byt a,
(méze byt &)
(mbéze byt d)
(méze byt é)
(mdze byt 1)
(moze byt 1, 1)
(méze byt n)
(mbze byt 0,
(méze byt r)
(méze byt 3)
(mbze byt t)
(méze byt 1)
(mbze byt y)
(méze byt 2)

a)

- - - - -

-

- - - -

< C W0 30 >SS~ ® QAN Q

-

N<CcCcHuwnxxo=ZrrHmuooon >

N

Priklad vypoctu
Referencia: Mo6j pes ma rad kosti. Predikcia: M6j pes ma rdd kosti.

* onapozicii2 —ref: 6 , pred: 6 v

* a na pozicii 8 —» ref: a , pred:a Vv

* a na pozicii 10 — ref: 4 , pred:a X
a napozicii13 —ref: a , pred:a v

o na pozicii 16 —ref: o, pred: o Vv

* 1 napozici19 —»ref:i ,pred: i Vv

Accuracy = 5/6 = 83.3%

Pozicie s moznou diakritikou (lowercase pre jednoduchost):

Format odovzdania

Subor s predikciami vo formate TSV (tab—separaZted):

id text
1 M6j pes md rad kosti.
2 Bratislava je hlavné mesto Slovenska.



Technické poziadavky
Prostredie

* Python 3.10+

* Google Colab (free tier) ako referenéné prostredie

Povolené kniznice

torch
transformers
datasets

numpy
pandas

scikit-learn

tqdm

mwparserfromhell (pre cast 1)

Dal$ie $tandardné kniznice Pythonu sU povolené. Ak potrebuje$ nieSo $pecidlne, spytaj sa

organizatorov.

Model

Musi$ pouzit gerulata/slovakbert :

from transformers import AutoTokenizer, AutoModel

tokenizer = AutoTokenizer.from_pretrained("gerulata/slovakbert™)
model = AutoModel.from_pretrained("gerulata/slovakbert™)

Dokumentdcia: https://huggingface.co/gerulata/slovakbert
Odovzdanie

Co odovzdat

Cast Subory

data_preparation.py (alebo .ipynb ),

Cast 1 . L
stats. json , dokumentacia
. zeroshot_solution.py ,
Cast 2 .
predictions_zeroshot.tsv
. finetuning_solution.py ,
Cast 3 - i

predictions_finetuned.tsv , (volitelne) report

Kam odovzdat’

Edupage, k prislu§nému ¢éislu zadania ulohy
Zo vSetkych odovzdavanych suborov vytvorit’ jeden .zip subor (nie vacési nez
70MB) a ten odovzdat'. 8



Uzitocné odkazy

+ SlovakBERT: https://huggingface.co/gerulata/slovakbert
* Slovak Wikipedia dumps: https://dumps.wikimedia.org/skwiki/latest/
- HuggingFace Transformers dokumentacia: https://huggingface.co/docs/transformers

* Wikiextractor: https://github.com/attardi/wikiextractor

Casto kladené otazky (FAQ)

Q: M6zem pouzit iny model ako SlovakBERT? A: Nie, musi$ pouzit gerulata/slovakbert .

Q: Mozem v ¢asti 3 pouzit data z inych zdrojov ako Wikipedia? A: Nie, mozes$ pouZit len
data pripravené v Casti 1 zo slovenskej Wikipédie.

Q: Co ak moje riesenie potrebuje viac éasu/pamite ako pontika Colab free? A: Optimalizuj
svoje rieSenie. Sutaz je navrhnuta tak, aby bola riesitel'na na free tier.

Q: Ako sa pocita skore pri zhodnych vysledkoch? A: Pri rovhakom skére rozhoduje cas

odovzdania.

Bonusové napady (nehodnotené)

Pre tych, ktori chcu ist dalej:

* Spolo¢na oprava diakritiky a preklepov - ¢o ak vstup obsahuje aj preklepy?
« Viacjazy¢éna verzia — rozsirenie na ¢estinu alebo iné jazyky s diakritikou
+ Analyza chyb - ktoré typy slov/kontextov su pre tvoj model najtazsie?

+ Porovnanie s ByT5 — ako by sa liSil character-level pristup?

Poslite priamo organizatorom - isto vase rieSenia radi dalej rozdebatuju!

Vela zdaru!



	Diakritika: Automatická obnova diakritiky v slovenskom texte
	Príbeh
	Prehľad úlohy
	Príklad

	Časť 1: Príprava dát (30 bodov)
	Úloha
	Požiadavky
	Minimálne požiadavky
	Odstránenie diakritiky
	Čo odovzdať
	Hodnotenie časti 1
	Tipy
	Licencia dát

	Časť 2: Zero-shot prístup (20 bodov)
	Úloha
	Obmedzenia
	Možné prístupy (inšpirácia)
	Pozor na tokenizáciu
	Čo odovzdať
	Hodnotenie

	Časť 3: Finetunovaný model (50 bodov)
	Úloha
	Obmedzenia
	Možné formulácie problému
	Príklad: Token classification
	Odporúčania
	Čo odovzdať
	Hodnotenie

	Evaluácia
	Metrika
	Ktoré pozície sa počítajú?
	Príklad výpočtu
	Formát odovzdania

	Technické požiadavky
	Prostredie
	Povolené knižnice
	Model

	Odovzdanie
	Čo odovzdať
	Kam odovzdať

	Užitočné odkazy
	Často kladené otázky (FAQ)
	Bonusové nápady (nehodnotené)




